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**QA1. What is the main purpose of regularization when training predictive models?**

*Answer:* Regularization is primarily used to avoid over-fitting which happens when a model is overly complicated and fits the training data too closely, leading to weak performance when applied to new data. Regularization achieves this by adding a penalty term to the model’s objective function that discourages large coefficient values. This penalty term can be adjusted by a hyper-parameter for example lambda in Lasso and Ridge regression that regulates the level of regularization applied to the model.Regularization can improve a model’s generalization performance by reducing its variance, at the cost of slightly increasing its bias.

**QA2. What is the role of a loss function in a predictive model? And name two common loss functions for regression models and two common loss functions for classification models?**

*Answer:* A loss function in a predictive model serves the purpose of measuring the difference between the output that is predicted and the actual output for a particular input. In other words, it evaluates how accurate the model’s predictions are.

There are two typical loss functions in regression models:

1.Mean Squared Error (MSE)

2.Mean Absolute Error (MAE)

Two typical loss functions used in classification models are:

1.Binary Cross-Entropy

2.Categorical Cross-Entropy

**QA3. Consider the following scenario. You are building a classification model with many hyper parameters on a relatively small data-set. You will see that the training error is extremely small. Can you fully trust this model? Discuss the reason.**

*Answer:* It is not advised to fully trust this model in the mentioned case, when a classification model is developed with many hyper-parameters on a small data-set and the training error is incredibly minimal. This is due to a few factors like over-fitting lack of generalization and need for cross validation.To make sure the model is strong and works well with unseen data, it is crucial to use additional evaluation metrics like validation error, test error, and cross-validation. To lessen the likelihood of over-fitting, one could also think about collecting more data or reducing the number of hyper-parameters.

**QA4. What is the role of the lambda parameter in regularized linear models such as Lasso or Ridge regression models?**

*Answer:* Ridge and LASSO regression are both regularization techniques used to prevent over-fitting and improve the generalization of linear models. They work by adding a penalty term to the linear regression objective function to shrink the magnitude of the coefficient estimates towards zero. This helps to reduce the impact of irrelevant features and avoid over-fitting. Lambda is basically a free parameter which we can control.In L1 and L2 regularization whenever the theta value gets bigger, the error will be bigger and the model will not converge. So essentially here lambda plays an important role of penalizing the higher values of theta. It makes sure that the theta value does not go too high so they will remain very small. The higher value of lambda leads to greater shrinkage of the coefficient estimates towards zero, resulting in a simpler model with less variance and potentially more bias. In LASSO regression, the penalty term is an L1 regularization penalty, which increases the objective function by the absolute magnitude of the coefficient estimations. Some estimations of the coefficients are exactly 0 as a result of this penalty.Whereas in Ridge regression the penalty term is L2 regularization which increases the objective function by the squared size of the coefficient estimates.This penalty results in small but non-zero coefficient.

**PART B**

**QB1. Build a Lasso regression model to predict Sales based on all other attributes (“Price”, “Advertising”, “Population”, “Age”, “Income” and “Education”). What is the best value of lambda for such a lasso model? (Hint1: Do not forget to scale your input attributes – you can use the caret preprocess() function to scale and center the data. Hint 2: glment library expect the input attributes to be in the matrix format. You can use the as.matrix() function for converting)**

#loading the required libraries  
library("ISLR")  
library("dplyr")

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library("glmnet")

## Warning: package 'glmnet' was built under R version 4.2.2

## Loading required package: Matrix

## Warning: package 'Matrix' was built under R version 4.2.2

## Loaded glmnet 4.1-6

library("caret")

## Loading required package: ggplot2

## Loading required package: lattice

filtered\_dataset <- Carseats %>% select("Sales", "Price",   
"Advertising","Population","Age","Income","Education")

#scale and center data  
dataset\_scaled <- predict(preProcess(filtered\_dataset[,-1],method=c("scale","center")),filtered\_dataset)

# Create design matrix and response vector  
y<- dataset\_scaled$Sales  
x<- as.matrix(dataset\_scaled[,-1])

#creating a sequence of values representing a range of lambda (λ) values  
lambdas <- exp(seq(log(100), log(0.001), length.out = 61))

#Lasso regression with cross-validation using the cv.glmnet() function with 10 fold cross validation  
Lasso\_regression<- cv.glmnet(x,y,alpha=1,standardize=TRUE,nfolds = 10)

#Ploting cross-validation error as a function of lambda  
plot(Lasso\_regression)
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#Finding the lambda that gives minimum cross-validation error  
best\_lambda<-Lasso\_regression$lambda.min  
best\_lambda

## [1] 0.004305309

**QB2. What is the coefficient for the price (normalized) attribute in the best model (i.e. model with the optimal lambda)?**

#coefficient for price with best lambda  
lasso\_coef<-coef(Lasso\_regression,s=best\_lambda)  
lasso\_coef

## 7 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 7.49632500  
## Price -1.35383399  
## Advertising 0.82805813  
## Population -0.13061347  
## Age -0.78854992  
## Income 0.28931898  
## Education -0.09102484

**QB3. How many attributes remain in the model if lambda is set to 0.01? How that number changes if lambda is increased to 0.1? Do you expect more variables to stay in the model (i.e., to have non-zero coefficients) as we increase lambda?**

#Fitting the Lasso model using lambda = 0.01  
lassomodel.01<- glmnet(x,y,alpha=1,lambda = 0.01)  
#Finding the number of non-zero coefficients in the model when lambda=0.01  
no\_attri.01 <- sum(coef(lassomodel.01, s = 0.01) != 0)  
no\_attri.01

## [1] 7

*All the attributes remain in the model when lambda is set to 0.01.*

#Fitting the Lasso model using lambda = 0.1  
lassomodel.1 <- glmnet(x,y, alpha =1,lambda=0.1)  
#Finding the number of non-zero coefficients in the model when lambda=0.1  
no\_attri.1 <- sum(coef(lassomodel.1, s = 0.1) != 0)  
no\_attri.1

## [1] 5

*When lambda is increased to 0.1, two of the attributes are removed.*

**QB4. Build an elastic-net model with alpha set to 0.6. What is the best value of lambda for such a model?**

# Fitting the elastic-net model with alpha = 0.6 using cross-validation  
elasticnet.model <- glmnet(x,y,alpha = 0.6)  
plot(elasticnet.model, xvar = "lambda")
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plot(cv.glmnet(x,y,alpha=0.6))

![](data:image/png;base64,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)

#Finding the best value of lambda that minimizes the cross-validation error  
best\_lamda.el <- cv.glmnet(x,y,alpha=0.6)  
  
EL <- best\_lamda.el$lambda.min  
print(paste0("Best lambda :",EL))

## [1] "Best lambda :0.0263942672263797"